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Recently, Alves et al. have suggested a new orthorhombic lattice system as a possible form for the graphitic

C3N4 model structure. For this new phase, some modi®cations in the electronic properties are expected with

respect to the hexagonal variety previously proposed by Teter and Hemley. A theoretical investigation of the

stability and electronic properties has been carried out in this work for the orthorhombic phase. The crystal

geometry was relaxed using an ultrasoft pseudopotential method. The electron density map and density of

states were calculated successively with a full-potential linearized augmented plane-wave code. The

orthorhombic system shows a marked snake-like electron density path along the b crystallographic axis,

bringing about more metallic behaviour in the solid. As a consequence, disappearance of the band gap occurs

on going from the hexagonal to the orthorhombic lattice system. Special attention has also been devoted to the

description of the chemical bonding in the graphitic C3N4 layer. The augmented spherical wave method has

been employed to carry out crystal orbital overlap population analyses of the hexagonal and orthorhombic

phases.

1 Introduction

The synthesis of super-hard materials of the C3N4 type is still
restricted to the production of small amounts which are not
suf®cient for adequate structural characterisation. Experimen-
talists have observed that carbon nitride materials exist in
amorphous or disordered phases,1±3 as well as a crystalline
phase dispersed in the amorphous matrix.4,5 This restriction is
possibly due to the technological dif®culties associated with
production of materials containing the large amounts of
nitrogen which are required to chemically interact with carbon.

Theoretical publications on the subject have attempted to
explain the stability and mechanical properties of some of the
synthesised crystalline carbon nitrides and to predict the
properties of the new hypothetical forms.6±13 Several theore-
tical structures have been suggested for carbon nitride with
super-hard behaviour, these being b-C3N4

9,12,14,15 and a-
C3N4

12 (formally derived from a- and b-Si3N4), pseudo-cubic
(structure derived from a-CdIn2Se4) and cubic (deduced from
the high pressure form of Zn2SiO4). A graphitic structure has
also been considered as one of the possible forms for the carbon
nitride.10,12,16 In order to obtain the graphitic form of C3N4,
two carbon atoms must be replaced with a single nitrogen, with
consequent creation of a carbon vacancy. In the Teter and
Hemley model12 the vacancies are ordered in such a way that a
hexagonal unit cell results (Fig. 1). Different stacking-ordering
types were proposed, leading to a rhombohedral lattice.9,10 All
these phases are based on the same order for the vacancies.
Recently, Alves et al.17 have introduced a new order for the
carbon vacancies which leads to an orthorhombic lattice
(Fig. 2). In this new phase, a different bonding conjugation is
expected due to the participation of the N1 nitrogen in the p-
delocalisation along the b-axis. The double coordination of the
N1 atom present in the orthorhombic phase allows a
connection between the double bond resonances present in
the adjacent C3N3 rings, thus offering the possibility for
electron delocalisation along the graphitic layer. Conversely,
the hexagonal phase shows a three-coordinated N1 atom which
hinders expansion of the electron delocalisation along the

graphitic layer. In short, the hexagonal lattice shows a localised
electronic resonance inside each C3N3 ring while in the
orthorhombic version, extended electron delocalisation is
found along the b-axis.

From this, the purpose of this article is to examine the
stability and the electronic properties of the orthorhombic
lattice with respect to the hexagonal phase in order to present a
theoretical justi®cation for the existence of a reasonable new
C3N4 graphitic model. By using the pseudopotential (PP) and
plane-wave (PW) basis set approach and the full-potential
linearized augmented plane-wave (FP-LAPW) method, differ-
ences in stability and electronic behaviour between the
hexagonal and orthorhombic lattices are highlighted. For
simplicity, the AAA stacking mode has been considered for
both lattice types. Further, the augmented spherical wave
(ASW) method has been applied to describe the hybridisation
in¯uence on the chemical bonding inside the graphitic layer:
the crystal orbital overlap population (COOP) analysis is
presented.

2 Computational details

Our calculations were carried out in the frame of density
functional theory (DFT) within the ®nite-temperature local
density approximation (LDA)18,19 to the electron exchange and
correlation (VASP package19±22). The interactions between the
ions and the electrons are described using the ultrasoft
Vanderbilt pseudopotential (US-PP)23 and the electron±
electron interaction is treated within the LDA by the
Ceperley±Alder exchange-correlation potential.24 In the
plane-wave pseudopotential approach, rapid variation of the
potential near the nuclei is avoided by substituting the
Hamiltonian near the atoms with a smoother pseudo-
Hamiltonian which reproduces the valence energy spectrum.
The core states are removed with rapid variations of the
wavefunctions near the nucleus. The PP allows a considerable
reduction of the necessary number of plane-waves per atom for
transition metal and ®rst row elements, thus force and full

J. Mater. Chem., 2000, 10, 709±713 709

This journal is # The Royal Society of Chemistry 2000



stress tensors can be easily calculated and used to relax atoms
into their ground state.

A complete ion and volume relaxation was performed for the
orthorhombic phase using the conjugate-gradient algorithm25

and an energy cut-off of 25.57 Ry (1 Ry~13.605698 eV) for
the plane-wave basis set. The Methfessel±Paxton smearing
scheme26 was used for geometry relaxation, while the tetra-
hedron method with BloÈchl corrections27 was implied for the
total energy calculations. A k-point sampling using a
10610610 Monkhorst±Pack grid28 was used throughout all
the calculations performed in this work.

Total energy calculations and electron density maps were
performed on the optimised structure using accurate full
potential total energy calculations (WIEN97 package29). The
number of plane-waves per atom used was 172 and a total of
100 k-points were implied, with a 46464 sampling. For
carbon and nitrogen atom types the same muf®n-tin radius
(RMT~1.33 AÊ ) was used.

A qualitative stabilisation feature was assessed using the
chemical bonding criteria. The COOPs were evaluated for the
two C3N4 systems by using the ASW method.30 Calculations
were performed by applying the tetrahedron method for the k-
space integration and 217 irreducible k-points (energy conver-
ging with k-points, DEv1026 Ry) generated from a uniform
12612612 mesh according to the Monkhorst±Pack scheme.
Besides the LDA, the ASW method uses the atomic sphere
approximation (ASA), in which each atom is represented by a

sphere; the total volume of all the spheres is equal to the cell
volume. Within the ASA, one usually has to introduce
pseudoatoms (Z~0) or empty spheres in order to ensure
continuous electronic density in open structures. In the present
calculations, we paid particular attention to optimising the
choice of atomic radii as well as to the number and position of
empty spheres used to meet the ASA criteria.

3 Structures and geometry optimisation

The geometry of the orthorhombic phase (Fig. 3) was taken
from the original work of Alves et al.17 and for simplicity the
AAA stacking order was considered. This phase consists of 7
atoms per unit cell and belongs to the P2mm space group. As
can be clearly seen from Fig. 3, a different vacancy ordering

Fig. 1 Hexagonal unit cell of C3N4.

Fig. 2 Orthorhombic unit cell of C3N4.

Fig. 3 Orthorhombic graphitic C3N4 proposed by Alves et al. A
different vacancy ordering inside the graphitic plane is found. Nitrogen
and carbon atoms are depicted in blue and yellow, respectively. This
colour scheme is kept throughout this paper.

Fig. 4 Hexagonal unit cell proposed by Teter and Hemley.12
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inside the graphitic plane is present with respect to the
hexagonal model proposed by Teter and Hemley12 (Fig. 4). The
hexagonal unit cell contains 7 atoms and the symmetry is
P�6m2.10,12

In both unit cells, each C atom is three-fold coordinated, as is
one of the four N atoms per cell, while the other three N atoms
are two-fold coordinated. From this different vacancy order-
ing, a modi®cation in the electronic properties is expected in the
orthorhombic phase with respect to the hexagonal form due to
the an increased electronic participation of the N1 nitrogen in
the C3N3 heterocycle.

Starting from the geometry given by Alves et al., the
orthorhombic structure was optimised using the PP method.
Table 1 shows the structural parameters relative to the
orthorhombic phase before and after the full geometry
optimisation. The most important modi®cation found in the
optimised structure is the change in the geometry relative to the
C3N3 heterocycle. These rings are now less symmetric than they
were before the structural relaxation. A shortening in the
interlayer distance from 3.20 to 3.12 AÊ is also found in the
optimised geometry. A brief summary of the most important
geometry changes in the orthorhombic phase is shown in
Table 2. The atomic labelling schemes are given in Fig. 1 and 2.
It is important to note that optimisation of the hexagonal phase
under the same conditions still leads to a symmetric geometry
for the C3N3 rings.

4 Relative stability between the two graphitic phases

The FP-LAPW method predicts a stability for the new
orthorhombic structure comparable to that shown by the
hexagonal phase. Table 3 gives the calculated total energy
values for the orthorhombic and hexagonal structures.
Although the energy reference is not the same for the two
methods (core states are not included in the PP calculations),
the energy differences between the two forms show values of a
similar order of magnitude, in favour of the orthorhombic
variety: DE~0.0038 eV (FP-LAPW calculations) and
DE~0.0021 eV (US-PP calculations). These results con®rm
that the existence of the orthorhombic phase as a reasonable

structure for the C3N4 graphitic form is a possibility, as already
mentioned in ref. 17.

The stability difference can also be qualitatively discussed by
weighting the DOS with the sign and magnitude of the overlap
integral between the orbitals of atoms of different sorts; a
comprehensive account from the chemistry standpoint was
given by Hoffman.31 The COOPs are positive when they
describe bonding states and negative when they describe
antibonding states; non-bonding states should exhibit COOPs
of very low intensity. In this article, a qualitative description of
the chemical bond is given with the recently implemented
COOP in the ASW program.30

Table 1 Structural parameters for the orthorhombic structure with AAA stacking order

Starting geometry from Alves et al.17 Optimised structure from the US-PP method

Space group P2mm P2mm
Parameters/AÊ a~4.1, b~4.7, c~3.2 a~4.11973, b~4.71049, c~3.12329
Atomic positions N1 (1a) (0.000, 0.000, 0.000) N1 (20.021, 0.000, 0.000)

N2 (1c) (0.000, 0.500, 0.000) N2 (0.009, 0.500, 0.000)
N3 (2e) (0.500, 0.250, 0.000) N3 (0.505, 0.258, 0.000)
C1 (1c) (0.333, 0.500, 0.000) C1 (0.351, 0.500, 0.000)
C2 (2e) (0.833, 0.750, 0.000) C2 (0.824, 0.757, 0.000)

Table 2 Intralayer geometry before and after the optimisation of the orthorhombic structure. The atoms carrying the prime notation belong to the
adjacent unit cell

Starting geometry from Alves et al.17 Optimised structure from the US-PP method

Bond lengths/AÊ d(N1±C2)~1.359 d(N1±C2)~1.311
d(C2±N2)~1.359 d(C2±N2)~1.431
d(C2±N3)~1.365 d(C2±N3)~1.316
d(C1±N3)~1.359 d(C1±N3)~1.305
d(N2±C1)~1.365 d(N2±C1)~1.409

Angles/³ N1±C2±N3~120.23 N1±C2±N3~122.23
N1±C2±N2~119.54 N1±C2±N2~118.65
N3±C2±N2~120.23 N3±C2±N2~119.12
C2±N3±C1~120.23 C2±N3±C1~122.18
N3±C1±N3~119.54 N3±C1±N3~121.80
C2±N2±C2~119.54 C2±N2±C2~115.62
C2±N1±C2'~119.54 C2±N1±C2'~121.69
C2±N2±C1'~120.23 C2±N2±C1'~122.19

Table 3 FP-LAPW and US-PP total energy calculations for the
orthorhombic and hexagonal lattices

Total energies/eV

Structure FP-LAPW US-PP

Hexagonal 29003.622351 264.830090
Orthorhombic 29003.626151 264.832190

|DE| 0.0038 0.0021

Fig. 5 Total COOPs for the hexagonal and orthorhombic phase
(ASW).
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The total and integrated COOPs for the hexagonal and
orthorhombic phases are shown in Fig. 5 and 6, respectively.
The stability of the two phases appears almost the same; in the
lower energy region of the valence band (VB) the two curves are
mainly of bonding character (s states), while at energies closer
to the Fermi level (EF) the antibonding states of the p orbitals
start to dominate. The antibonding counterparts are found in
the conduction band (CB) centred at around 2 and 7 eV, while
bonding behaviour appears at higher energy. Due to the larger
electron delocalisation present in the orthorhombic lattice, the
COOP is smeared out in comparison to the hexagonal system.

If the total COOP is projected into the corresponding
contributions arising from the different atoms (Fig. 7), it can
clearly be seen that in the lower region of the VB the N3±C1

interaction determines the positive contribution to the COOP,
even if all the other carbon±nitrogen interactions are showing
bonding character. At an energy close the EF, the main bonding
character is found for the N3±C1 and N1±C2 interactions while
N2±C2 shows nearly non-bonding behaviour, and C2±N3 a
negative COOP. This description of the bonding within the
layer seems to favour the snake-like delocalisation in as far as
the C2±N3 interaction is close to non-bonding. However, not all
the interactions along the chain seem to behave as strongly
bonding as N3±C1, for instance, the C2±N3 interaction is
responsible for the antibonding behaviour below EF. This
shows the dif®culty of carrying out this analysis to the point of
making it resemble the picture expected by a chemist in his view
of the resonant bonds. This restriction is mainly due to the fact
that our COOP analysis does not use a directional orbital
approach, since all contributions from px, py and pz are
included.

5 Electronic properties

By looking at the electronic density maps calculated within the
FP-LAPW method for the orthorhombic phase, we can clearly
see a charge density delocalisation (refer to the violet isolines)
along the direction of the b-axis with a snake-like shape
(Fig. 8). This new geometry seems to heavily in¯uence the
electronic properties of the orthorhombic structure giving a
density of states without a band gap. The total DOS plot (FP-
LAPW method) relative to the orthorhombic phase (Fig. 9)
with the AAA stacking mode proposed by Alves et al., clearly
shows that a greater degree of metallic behaviour is present in
this new graphitic form; the electronic levels of the nitrogen and
carbon atoms now cross the EF. This behaviour con®rms the
previous hypothesis of Alves et al. concerning a modi®cation of
the electronic structure due to the stronger role played by N1 in
mediating between neighbouring heterocycles.

For the hexagonal graphitic C3N4 system, the calculated
electronic density map (Fig. 10) shows con®ned electronic
circulation (violet isolines) inside the C3N3 rings. A band gap of
1.48 eV is found in the total DOS analysis performed with the
FP-LAPW approach (Fig. 11).

Fig. 6 Integrated COOPs for hexagonal and orthorhombic lattice
system (ASW).

Fig. 7 Total COOP for the orthorhombic phase (ASW). For clarity
each nitrogen±carbon interaction has been shifted along the vertical
axis. The labels B and AB de®ne the bonding and the antibonding
regions, respectively.

Fig. 8 Valence electron density map (FP-LAPW) for the optimised
orthorhombic structure. The electronic density increases on going from
the red to the violet isolines. This ®gure has been obtained using the
XCrySDen graphical user interface.32

Fig. 9 Total DOS for the orthorhombic phase (FP-LAPW).
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6 Concluding remarks

The optimisation of the orthorhombic phase with the US-PP
leads to an asymmetric equilibrium structure for the C3N3 ring
inside the graphitic C3N4 layer. A shortening of the carbon±
nitrogen bonds is found along the snake-like path due to the p-
delocalisation present in the direction of the b-axis. The
electron density map calculated with the FP-LAPW method
also con®rms the possibility for the orthorhombic phase to
extend the electron delocalisation between the adjacent C3N3

rings. This behaviour is mainly due to the change in the
coordination number for the N1 atom, which goes from a three-
fold coordination in the hexagonal lattice to a two-fold
coordination in the orthorhombic state.

From a DOS analysis performed with the FP-LAPW method
a greater degree of metallic behaviour was found for the
orthorhombic system; the electronic states now cross the EF

and the band gap disappears.
Furthermore, the FP-LAPW and US-PP methods agree

quite well in predicting a small energy difference between the
two phases. From the COOP analysis, a qualitative estimation
of the relative stability was also found to be in agreement with
the two methods previously mentioned. Both lattice systems

seem to be reasonable proposals for the graphitic C3N4 model,
even though a clear change in the electronic properties was
found for the orthorhombic phase.
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Fig. 10 Valence electron density map (FP-LAPW) for the optimised
hexagonal structure. The electronic density increases on going from the
red to the violet isolines (XCrySDen).

Fig. 11 Total DOS for the hexagonal phase (FP-LAPW).
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